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Preface

A Big Data is a broad terminology that covers many aspects: massive
volume, data complexity, cloud technology, algorithms and mining
hidden information

A We will start with an introductory overview for Big Data and then focus
on the analytical perspective which is called Big Data Analytics or Data
Science

A Then we will describe 4 data science areas in more detail: platform,
machine learning, unstructured data and visualization

A Finally we will discuss how Big Data Analytics can be leveraged to
Improve the healthcare quality which is closely linked to patient centered
outcomes (safety, effectiveness, satisfaction, cost)

A We aim to address how Big Data can do for an enterprise with patient-
level data rather than at molecular (genomic) or signal level (device)



e

Big Data Features i 3V or 4V

Data at Rest

Terabytes to
exabytes of existing
data to process

A fABi g

Data in Motion

Streaming data,
milliseconds to
seconds to respond

Data in Many
Forms
Structured,

unstructured, text,
multimedia

sets in real timeo (August 1999) by 5 NASA scientists

Data in Doubt

Uncertainty due to
data inconsistency
& incompleteness,
ambiguities, latency,
deception, model
approximations

D a first appeared imman ACM a r t iVisuallg exploring gigabyte data




Streamlined Data Driven Decision Making

Exploratory
Data
PUEWSIE

Raw Data Data Cleaned
Collected Processing Datasets

Models &

Algorithms
Data Visualization Decision
Product Reporting Making

Real World

For enterprise operation, Big Data can offer actionable insights in scalable and automated
solutions or data products for decision making based on real world data (private + public)
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Big Data Architecture & Components
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Big Data Analytics (Data Scientist)
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=- Microsoft

Integrated Cloud Platform

aws \
cloudera

CDsSW

DEVELOPMENT
TOOLS

DATA INGESTION
TOOLS

DATA

PLATFORMS

Data Science

Machine

ML &
Al TOOLS

DATA EXPLORATION

& VISUALIZATION
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In-Database Computing

Cloud

Big Data
R Server for HDInsight

Linux and Windows Servers
Virtual Machines

Hybrid
Data Scientist
Workstation
Big Data
: . Y R Server for Hadoop/Spark
R C||ent (free) p—
S— In-Database

(2]

111

SQL Server 2016 (R Services)
R Server for Teradata

Linux and Windows Servers
-~ R Server for Linux and Windows

(»]

I

On-premises

A Only high performing procedures available (different syntax) in remote server
A Backend research team may still use local workstation for R&D projects
A In-memory is the most fast in-database technique (e.g., Spark)



Database Evolution

SQL NoSQL
Relational Key-Value Column-Family
' u
T &
NewSQL
Analytical (OLAP) BigSQL

DistributedSQL

Relational Yes No Yes

SQL Skills Yes No Yes

Guaranteed Consistency (ACID) Yes No Yes

High Speed No Yes Yes

Big Volume No Yes Yes

Horizontal Scalability - easy extra capabilities No Yes Yes

Schema-less - more flexible No Yes No



Data Science Skill Mix

Linear Algebra

_ Modeling
Statistics Algorithms
Machine Optimization

Data = Story Learning

@ Business
Communication Researcher

_ Domain
Story Telling Knowledge

Data Developer
Scientist

Big Data Programming
Technology Computer
Science

Hadoop Ecosystem: Visualization

. Tableau
HDFS / Hbase / KUDU Repor“ng PowerBl|
MapReduce / Spark Bl Tools QlikView

Pig / Hive / Impala
'g AV P Business Object

Excel (Pivot)

A Orchestra: No one can master everything

Healthcare Policy

Quality Metrics
Performance Improvement
Six Sigma

Economics / ROI

R

Python
Julia
Matlab
Java/C
SQL
JavaScript
HTML /CSS

A Majors: Computer Science, Information, Math/Statistics, Engineering, Analytics/Data Science)
A Roles: Operation/Reporting, Product/Application, Research/Innovation, Technology/Infrastructure
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Maturity of Analytics i Data Mining

How can we
make it happen?

What will
happen?

- Predictive
happen? Analytics
Diagnostic
What 2
happened? Analytics

VALUE

Descriptive o
Analytics \(\5\9
o
B
LR
\‘\‘ \’\\(\
DIFFICULTY

A Most enterprises target on predictive analytics as the final goal
A Most time spent on data cleaning
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Data Mining Methods

Statistical Methods Machine Leaning/ Al
A Distribution/Frequency A AssociationRules
A Correlation A Network Analytics
Descriptive A Dimension Reduction: A Recommendation System
Exploratory C Factor Analysis A Text Mining / Sentiment Analysis
Unsupervised C Clustering A Web Analytics
(NoY) A Kaplan Meier A Deep Learning
A Time Series / Datdime Analysis*
A Geospatial GIS Analytics* | Unstructured A Structured
A Linear Regression & A Decision Tree l
A Logistic Regression A Neural Network
e A PoissorRegression A EnsembleMethods:
Predictive A Cox Regressmn _ Cc Baggl_ng / Random Fores_t
Modeling A Nonllnegr Regression _ Cc Boostlng:AdaBoost,Gradlent (GBM)
Y =X A Regularized / Robust Regression A Support Vector Machine (SVM)
A Discriminant Classifier A K-NearestNeighbors
A Random Effects / Latent Variables A Naive Bayes Classifier
o A ExperimentDesign / AB Test A EvolutionaryAlgorithms
Prescriptive A Response Surface Model A Generic Algorithm

(Optimal Y) A Linear Programming (Simplex)
A Nonlinear Programming (SQP)

A Descriptive ML methods deal with unstructured data
AProcedures from traditional statistical



Al Family

-
- (1960)

Machine
- Learning
(1980)

g Big

(1990) L(E;(;%r)\g Data

- (2000

A Al are computing algorithms (often embed in a device) to learn and interact with a human user
A While the history of Big Data is very short, early Al research can be traced back to 1960
A Machine learning is the key component to support Big Data analytics i open learning methods
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Principal of ML Algorithms

Real World
®
\\
N,
‘55
‘55
Statistical Learning: Machine Learning:

1t Subfield of Math 1t Subfield of Computer Science
T Assumption 11 No Assumption

1 Parameter Estimated (Math) 1t Algorithm Based (Brute Force)
1t Easy Explanation 1t Difficult Explanation

11 OK Perdition 1T Better Perdition



il
Model Building Process and Considerations

\V[eXe [SINEIVgelo}s[=R8 8 Predictive or Explanatory

Formulate Variable Type Continuous or Categorical

Problem Model Type Regression or Classification

Monitor

Missing Data Drop, Impute or Skip Logic
Results = il i

Gather Data

@)1= g eI mnle]a Y Continuous Data

Nonlinear Continuous Data

Interaction Different (X1 - Y) Trend by X2 Level
Data Quality

Analysis Colinearity Redundant Variables

LSl il i Standardization, Log, Grouping (Bins)
WEEL) CRSTEIETailel g Significant Subset
@ VLT Ellels Y Model Assessed on Separate Data

Validate Transform
Model and Select

\

Vlele SR =T VAT T R?, MSE, ROC, Misclassification

Predictive
Modeling

Calibration Alignment - Shrinkage for Overfitting

\ Cutoff Prediction Score A Classification

Sampling Efficient Development i Sampled Data

Sample Size Large Dimension / Stratification
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Model Assessment T Cross Validation

Prediction Error

Bias-Variance Tradeoff

High Bias

Low Variance

¥

Training Sample

Low Bias

High Variance

Test Sample

Overfitting

Low

High

Model Complexity

True positive rate

1.0

0.8

0.6

0.4

0.2

0.0

Naive Bayes Classifier
Neural Network
Support Vector Machine
Decision Tree

1 | | I I
0.0 0.2 0.4 0.6 0.8 1.0

False positive rate

A Same model assessment strategy for both statistical and ML models




Model Re-Calibration or Re-Classification
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Predicted probabilities

A Without the need to rebuild the model frequently
A

| t 6s getting cheaper to refresh model s
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Right Question & Data

setosa o
versicolor @
virginica ¢
I | I
35 4.0 4.4
Sepal.Width Sepal Width

3.0

25 7

204

Sepal.Length Sepallengih -

Scatter Plot Matrix

A Totally different results if an important factor/dimension missed
A Si mp s parados (ecological fallacy)
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Bl Tools T Interactive Dashboard

COMPARISON CHANGE OVER TIME PART-TO-WHOLE FLOW

J_l|_-"" lzND" '—Lut- Il |~l"9:r1nta
= el "ede HEDO B K ¢ X
li»© & Wl l&ﬂ W a1 Lu
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.. X |ll . ‘\ ~‘
RANKING SPATIAL DISTRIBUTION CORRELATION SINGLE

S WE OBE Mk Ekl @es
T3 =@ Eadt B .

A Deliverable can be a research tool for end users



https://qithub.com/d3/d3/wiki/Gallery

FIEEE
=
Stomesns

A Extremely flexible and animated HTML visuals: interactive A live
A Easy to share but higher development cost


https://github.com/d3/d3/wiki/Gallery
https://github.com/d3/d3/wiki/Gallery
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Markdown Technique

Dynamic
Documents

Literate
Programming

Reproducible
Research

S|
| POF I8
/ BTEX
rmarkdown \ @

Microsoft Weed

@

powerpoint

Text + Code + Graph + Equation
Figures
Images and graphics play an integral role in Tufte’s work. To place

figures or tables in the margin you can use the fig.margin knitr
chunk option. For example:

library(ggplot2)
qplot(Sepal.Length, Petal.Length, data = iris,
color = Species)

5

G .

._.El(:-l" Soacs

£
g . *w' + seiosa
3 B § i
& ? * virginica
2 » i !.
5 6 7 8
Sepal.Length
Figure 1: Sepal length vs. petal length,
colored by species

Note the use of the fig.cap chunk option to provide a figure cap-
tion. You can adjust the proportions of figures using the fig.width
and fig.height chunk options. These are specified in inches, and
will be automatically scaled down to fit within the handout margin.

Equations

You can also include IXTEX equations in the margin by explicitly
invoking the marginfigure environment.

Note the use of the \caption command to add additional text
below the equation.

i (f s an) = s
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Date and Time Analysis

YearFraction

Date Julian Date (Calendar Smart) Y
1/1/2018 43101 2018.000 1.0
2/1/2018 43132 2018.083 2.0
3/1/2018 43160 2018.167 3.0
4/1/2018 43191 2018.250 4.0
6/30/2018 43281 2018.417 5.0

Month(Dgn ®up f w2ttAYy 3D

5 L]

4 »

3 ]

2 [ ]

T_¢ | | I | I |
Jan-18  Feb-18 Mar-18  Apr-18 May-18  Jun-18  Jul-18

vdzl NI SNJ XK a2y Ko

Jan 18 Feb 18 Mar 18| Apr 18/May 18 Jun 18| Jul 18| Aug 18 Sep 18

4.8

| 50 |

Leap Day Sensitive for Interval Years

3.0
or odnnobo

DEVE Years
51 1/1/2013 | 12/31/2015| 1095 3.0
5.3 |
| | 4.9 1/1/2015 | 12/31/2017| 1096

A Make date and time data plottable and calculatetable
A More complicated when granular units addressed
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Geospatial / GIS Analytics

70°0'0"E 80°0'0"E 90°0'0"E  100°0'0"E  110°0'0"E  120°0'0"E 130°00"E 140°00"E 150°0'0"E
L 1 i 1 L 1 1 1 1

Mapping (Point Patterns)

40°0'0"N= =40°0'0"N

Distance & Area

Spatial Density

30°0'0"N= =30°0'0"N

Spatial Correlation

Spatial Cluster

20°0'0"N+ =20°0'0"N

Census Data

Health  Crime Agriculture Climate Military Business
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Assoclation Rules
Cmd [ dtems

g Beer Bread Milk Diaper Eggs Coke
1 | Bread, Milk per =99

2 | Bread, Diaper, Beer Eggs T1 0 1 1 0 0 0
| T2 1 1 0 1 1 0
3 Milk, Diaper, Beer, Coke
. : T3 1 0 1 1 0 1
4 Bread, Milk, Diaper, Beer T4 1 1 1 1 0 :
5 | Bread, Milk, Diaper, Coke T5 0 1 1 1 0 1

Association Rules Support Count | Support Count

of Antecedent of Rule
Diaper = Beer

{Milk, Diaper} = Beer

Bread - Milk

{Bre:;d, Milk} > Diaper

{Bread, Milk} = Coke

A What products sold together more frequently
A Variation - Sequence rules (order sensitive)
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Recommendation System

User based
-m Item3 Item4 item5
Alice 5 3 4 4 ?
Userl 3 1 2 3 3 j\ sim=0,85
User2 4 3 4 3 s )| sim=0,00
User3 3 3 1 5 4 / sim=0,70
Userd 1 5 5 2 1 / sim=-0,79
Matrix Factorization
Item based (Hybrid)
- tem1 | item2 | item3 | Itemd | Items
Alice 5 3 4 4 ?
Userl r_3ﬁ 1 2 3 3
User2 4 3 4 3 5
User3 3 3 1 5 4
Userd 1 5 5 2 1
S—

A Recommend a specific item based on a range of opinions
A Real data can be very sparse (lots of missing cells)
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Network Analytics

Nodes 5, 8, 18, 23 have a high degree
Node 5 has a high indegree AR <
Node 23 has a high outdegree A 1 0 0
Nodes 15, 18 have a high betwenness ‘ 8 @+ @

Node 18 has a high closeness o <> B
Node 22 has a high eigenvector .
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How many times as betweer
person

A Explore relationships (lines) and identify influential persons (nodes)



Text Mining

Text Structure

Ayahgasca

Term-Document Matrix

C dy d» d3 dy ds ds
ship 1 0 1 0 0 0
boat |0 1 0 O 0 O
ocean |1 1 0 O O O
wood 1 0 0 1 1 0
tree 0O O O 1 0 1
- §
nasE lmﬂd muaé“"“‘,él §u|uu :

m:s% ‘-m’
n mm-mm
.E MWLP guies STEAEINE
LAREUALE m
ij ANALYSIS ®
nln“n ®

% EARNINE 2
‘51 "TEM 4=

m-"aujaga

CAMTID N

mlm 1ASTARY

%m" Mrlunrvnnn wld 1 1
s e e SENtiment Analysis

IPRINIETIY

\

14%
negative

27%
nevutral



Web Analytics

800

Site Usage
Visitors

Map

Traffic Sources

Browsers

January 1, 2007 January 8, 2007 January 15, 2007 January 22, 2007 January 28, 2007

Ay 16,107 visits s 62,142 pageviews

Dec 1, 2006 - Dec 31, 2008: 13,209 (21.94%) Dec 1, 2006 - Dec 31, 2006: 53,655 (1539%)

wvndi)t 3,86 Pagesnvisit

Dec 1, 2006 - Dec 31, 2006: 4.08 {(-5.37%

rohivs 00:03:22  Avg. Time on Site

Dec 1, 2006 - Deoc 31, 2006: 000331 (4.277%)

Loen . 50.44% 9% New Visits

bt 36,81%  Bounce Rate

Doc 1, 20086 - Doc 31, 2006: 35,.98% (2.30%) Dec 1, 2006 - Doc 31, 2006: 49.73% (1 42

Visitors Overview Map Overlay world
o0
LN “?0
Visitors
10,160
oS R——
TatcSouos Ovrion
& Direct Browser Visits % visits
11,543 (71.66%) 1 1
- B Internet Explorer 3,136 81.55%
3,108 (19.30%) Firefox 2349 14.58%
B Referring Sites
1,456 (8.04%) Safari 393 2.44%
Netscape 116 0.72%

Opera 55 0.34%
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Deep Learning

Traditional Machine Learning

Input » \_Iﬁ —>»!  Features » »  Output
Feature Engineering Classifier with
(Manual Extraction+Selection) shallow structure Dog v
Boy x
) L J
Deep Learning g
Bicycle %
Input 3 »  Output

Feature Learning + Classifier
(End-to-End Leaming)

A Deep learning is a machine learning technique that can learn features directly from
images, text and sound
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Healthcare Data Sources

Mobile & wearable devices Opt-in genome registries
Lab/Biomarkers
Pharma data ,, data
(observational) UU' )
> Mortality
\ \
: Social
: media data
\
J
~~~~~~~~ @ \
/,l
Pharma
\ data
' Hospital

Patient Centered



Master Patient Index (MPI)

Core Data Elements Matching Algorithms

Internal ID / Account #

SSN Exact matches on a
Deterministic combination of data elements

Patient Name such as name, birth date and

DOB sex

SENEEl — Weighted & fuzzy match on

Race / Ethnicity particular data elements to

Rule-Based .
Address compare one record with
Phone another

Admission Date
Discharge Date
Service Type

Complex mathematical formulas
compute probabilities for
attribute values of various data
elements

Probabilistic

Patient Disposition

A More Sophisticated
A More Accurate
A Larger Datasets



Leadership
Uncontrollable Engagement
Background
Staffing
Patient
Factor Technology
Community Teamwork
Factor

Environment
Organizational

Factor Services

Quality Program

Clinical Practice

Clinical

Process
Outcome

Structure

Quality
Metric

EHR Usage

Care
Effectiveness

Care
Timeliness

Mortality
Readmission

Patient Safety

Patient
Experience

Cost Efficiency

Financial
Outcome

Satisfaction
Outcome

.

Healthcare Quality Metrics

Controllable
Driver

CMS Report
US News

Leapfrog

Payment
Adjustment
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CMS Star Rating

General Survey of Timely & Complications & Unplanned Use of medical Payment & value
information patients’ effective care deaths hospital visits imaging of care
experiences
X X X
ADVENTIST MEDSTAR HOLY CROSS
Search Results HEALTHCARE SHADY MONTGOMERY GERMANTOWN
GROVE MEDICAL MEDICAL CENTER HOSPITAL

20850

CENTER

35901 MEDICAL CENTER DRIVE

ROCKVILLE, MD 20850
(240) 826-6517

(4R)

Qverall rating €@:
Tririnkre

Learn mare
View rating details

Distance @): 3.6 miles

Add to My Favarites
Maps and directions

https://www.medicare.qov/hospitalcompare

18101 PRINCE PHILIP DRIVE
OLNEY, MD 20832
(301) 774-8882

(4R)

Overall rating €:
wririre @

Learn maore
View rating details

Distance @: 5.2 miles

Add to My Favarites
Maps and directions

19801 OBSERVATION DRIVE
GERIMANTOWN, MD 20876
(301) 557-6020

(4R)

Overall rating €:
wirire @

Learn more
View rating details

Distance @: 10.3 miles

Add to My Favarites
Maps and directions



https://www.medicare.gov/hospitalcompare
https://www.medicare.gov/hospitalcompare
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Hospital KPl Dashboard

Lenght Of Stay Admissions & 30-Day Readmission Rate Avg Treatment Costs

3.5 days plox:

Avg Length Of Stay Avg 30-Day Readmission Rate

Stays By Payer Avg Nurse Patient Ratio

Costs By Payer & Type Of Stays Hosphtal-Aqcuired Infections (Percent Of Cases)

"%
1%
00% Surgical Site
08 % -1 feetiens
06s
05 %
04N ¢ N
0% ¢ ‘.,".,

A Descriptive analytics
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Sentiment Analysis

Categorization + Scoring

ROOM -~ Extremely loud, not able to get any sloep,

ROOM - It could get noisy in the hallway on occasion.

ROOM - Overly excessive noise level by staff in hall outside.
ROOM - Lot of noise in hall & across from front desk - 50 noisy!

ROOM ~The noise was of no fault to the nurses my roommate Dl’i”down
was vory rude and was asked several times to turn down herTV!|

ROOM - Person i next room wes veryloud.

RODOM - Window side cold at night noise from hallway for all 3 nights.

Survey Comments from Patients

A Transform written comments into scores for
different subjects (NLP behind the scene)

A Descriptive analytics but could be followed by
predictive analytics



