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Preface 

ÅBig Data is a broad terminology that covers many aspects: massive 

volume, data complexity, cloud technology, algorithms and mining 

hidden information  

ÅWe will start with an introductory overview for Big Data and then focus 

on the analytical perspective which is called Big Data Analytics or Data 

Science  

ÅThen we will describe 4 data science areas in more detail: platform, 

machine learning, unstructured data and visualization 

ÅFinally we will discuss how Big Data Analytics can be leveraged to 

improve the healthcare quality which is closely linked to patient centered 

outcomes (safety, effectiveness, satisfaction, cost) 

ÅWe aim to address how Big Data can do for an enterprise with patient-

level data rather than at molecular (genomic) or signal level (device) 
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Big Data Features ï 3V or 4V 
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Å ñBig Dataò term first appeared in an ACM article ñVisually exploring gigabyte data 

sets in real timeò (August 1999) by 5 NASA scientists 



Streamlined Data Driven Decision Making 
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Real World 

For enterprise operation, Big Data can offer actionable insights in scalable and automated 

solutions or data products for decision making based on real world data (private + public) 



Big Data Architecture & Components 
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Big Data Analytics (Data Scientist) Big Data Technology (Developer) 



Integrated Cloud Platform 
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Azure ML Studio 



In-Database Computing 
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Å Only high performing procedures available (different syntax) in remote server 

Å Backend research team may still use local workstation for R&D projects 

Å In-memory is the most fast in-database technique (e.g., Spark) 



Database Evolution 
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SQL 

NewSQL 

BigSQL 

DistributedSQL 

NoSQL 

DB SQL NoSQL NewSQL 

Relational Yes No Yes 

SQL Skills Yes No Yes 

Guaranteed Consistency (ACID) Yes No Yes 

High Speed No Yes Yes 

Big Volume No Yes Yes 

Horizontal Scalability - easy extra capabilities No Yes Yes 

Schema-less - more flexible No Yes No 



Data Science Skill Mix 
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Data 
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Machine 
Learning 

Business 
Domain 
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Programming 

Computer 
Science 

Visualization 

Reporting 

BI Tools 

Big Data 
Technology 

Communication 

Story Telling 

ÅOrchestra: No one can master everything 

ÅMajors: Computer Science, Information, Math/Statistics, Engineering, Analytics/Data Science) 

ÅRoles: Operation/Reporting, Product/Application, Research/Innovation, Technology/Infrastructure 

R 

Python 

Julia 

Matlab 

Java / C 

SQL 

JavaScript 

HTML /CSS Tableau 

PowerBI 

QlikView 

Business Object 

Excel (Pivot) 

Hadoop Ecosystem: 

HDFS / Hbase / KUDU 

MapReduce / Spark 

Pig / Hive / Impala 

Healthcare Policy 

Quality Metrics 

Performance Improvement 

Six Sigma 

Economics / ROI 

Linear Algebra 

Modeling 

Algorithms 

Optimization 

Researcher 

Developer 

Data = Story 



Maturity of Analytics ï Data Mining  
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Å Most enterprises target on predictive analytics as the final goal 

Å Most time spent on data cleaning 

KPI 

Metrics 
Drilldown 

Correlation 
Modeling Optimization 



Data Mining Methods 

Statistical Methods Machine Leaning / AI 

Descriptive 
Exploratory 

Unsupervised 
(No Y) 

ÅDistribution/Frequency 
ÅCorrelation 
ÅDimension Reduction: 

ϾFactor Analysis 
ϾClustering 

ÅKaplan Meier 
ÅTime Series / Date-Time Analysis* 
ÅGeospatial / GIS Analytics* 

ÅAssociation Rules 
ÅNetwork Analytics 
ÅRecommendation System 
ÅText Mining / Sentiment Analysis  
ÅWeb Analytics 
ÅDeep Learning 

Supervised 
Predictive 
Modeling 

(Y = X) 

ÅLinear Regression 
ÅLogistic Regression 
ÅPoisson Regression  
ÅCox Regression 
ÅNonlinear Regression  
ÅRegularized / Robust Regression 
ÅDiscriminant Classifier 
ÅRandom Effects / Latent Variables 

ÅDecision Tree 
ÅNeural Network 
ÅEnsemble Methods: 

ϾBagging / Random Forest 
ϾBoosting: AdaBoost, Gradient (GBM) 

ÅSupport Vector Machine (SVM) 
ÅK-Nearest Neighbors  
ÅNaïve Bayes Classifier 

 

Prescriptive 
(Optimal Y) 

 

ÅExperiment Design / AB Test 
ÅResponse Surface Model 
ÅLinear Programming (Simplex) 
ÅNonlinear Programming (SQP) 

ÅEvolutionary Algorithms 
ÅGeneric Algorithm 
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ÅDescriptive ML methods deal with unstructured data 

ÅProcedures from traditional statistical package wonôt work for Big Data 

Unstructured Ą Structured 



AI Family 
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ÅAI are computing algorithms (often embed in a device) to learn and interact with a human user 

ÅWhile the history of Big Data is very short, early AI research can be traced back to 1960 

ÅMachine learning is the key component to support Big Data analytics ï open learning methods 

Deep 

Learning 

(2010) 

Machine   

Learning 

(1980) 

NLP 

(1990) 

AI 

(1960) 

Robotics 

Perception 

Expert 

System 

Planning 

Fuzzy 

Logic Computational 

Linguistic 

Text  

Analytics 

Big 

Data 

(2000) 



Principal of ML Algorithms 
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Real World 

    Statistical Learning: 

πSubfield of Math 

πAssumption 

πParameter Estimated (Math) 

πEasy Explanation 

πOK Perdition 

    Machine Learning: 

πSubfield of Computer Science 

πNo Assumption 

πAlgorithm Based (Brute Force) 

πDifficult Explanation 

πBetter Perdition 

VS 

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            

                                            



Model Building Process and Considerations 
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Model Purpose Predictive or Explanatory 

Variable Type  Continuous or Categorical 

Model Type  Regression or Classification 

Missing Data Drop, Impute or Skip Logic 

Outlier Detection Continuous Data 

Nonlinear Continuous Data 

Interaction Different (X1 - Y) Trend by X2 Level 

Colinearity Redundant Variables 

Transformation Standardization, Log, Grouping (Bins) 

Variable Selection Significant Subset 

Crosss Validation Model Assessed on Separate Data 

Model Fit Metric R2, MSE, ROC, Misclassification 

Calibration Alignment - Shrinkage for Overfitting 

Cutoff Prediction Score Ą Classification 

Sampling Efficient Development ï Sampled Data 

Sample Size Large Dimension / Stratification 



Model Assessment ï Cross Validation 
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ROC 

Å Same model assessment strategy for both statistical and ML models 

Bias-Variance Tradeoff 

Under-fitting  Over-fitting  



Model Re-Calibration or Re-Classification 
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Å Without the need to rebuild the model frequently 

Å Itôs getting cheaper to refresh models with advanced technologies 



Right Question & Data 
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Å Totally different results if an important factor/dimension missed 

Å Simpsonôs paradox (ecological fallacy) 



BI Tools ï Interactive Dashboard  
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Å Deliverable can be a research tool for end users 



HTML Widget - D3.js 
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https://github.com/d3/d3/wiki/Gallery 

Å Extremely flexible and animated HTML visuals: interactive Ą live 

Å Easy to share but higher development cost  

https://github.com/d3/d3/wiki/Gallery
https://github.com/d3/d3/wiki/Gallery


Markdown Technique 
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Text + Code + Graph + Equation 

Dynamic 
Documents 

Reproducible 
Research 

Literate 
Programming 

Markdown 



Date and Time Analysis 
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Date Julian Date 
Year Fraction  

(Calendar Smart) 
Y 

1/1/2018 43101 2018.000 1.0 

2/1/2018 43132 2018.083 2.0 

3/1/2018 43160 2018.167 3.0 

4/1/2018 43191 2018.250 4.0 

6/30/2018 43281 2018.417 5.0 

Å Make date and time data plottable and calculatetable 

Å More complicated when granular units addressed 

Jan 18 Feb 18 Mar 18 Apr 18 May 18 Jun 18 Jul 18 Aug 18 Sep 18 
    4.8             

      5.0           

        4.5         

          4.6       

            5.1     

              5.3   

                4.9 

                  

                  

                  

Month(i) ς лΦнр ғ wƻƭƭƛƴƎ vǳŀǊǘŜǊ Җ aƻƴǘƘόi) 

Start End Days Years 

1/1/2013 12/31/2015 1095 3.0 

1/1/2015 12/31/2017 1096 
3.0 

όґ оΦллоύ 

Leap Day Sensitive for Interval Years 



Geospatial / GIS Analytics 
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Mapping (Point Patterns) 

Distance & Area 

Spatial Density 

Spatial Correlation 

Spatial Cluster 

Census Data 

Health Crime Military Climate Agriculture Business 



Association Rules 
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Å What products sold together more frequently 

Å Variation - Sequence rules (order sensitive) 

Beer Bread Milk Diaper Eggs Coke 

T1 0 1 1 0 0 0 

T2 1 1 0 1 1 0 

T3 1 0 1 1 0 1 

T4 1 1 1 1 0 0 

T5 0 1 1 1 0 1 



Recommendation System 
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User based 

Item based 

Matrix Factorization 

(Hybrid) 

Å Recommend a specific item based on a range of opinions 

Å Real data can be very sparse (lots of missing cells) 



Network Analytics 
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Degree How many friends 

Closeness How close with friends 

Betweenness 
How many  times as between 
person 

Eigenvector How many secondary friends 

  A B C D 

A --- 1 0 0 

B 1 --- 1 0 

C 1 1 --- 1 

D 0 0 1 --- 

Å Explore relationships (lines) and identify influential persons (nodes)  



Text Mining  
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Term-Document Matrix  

Sentiment Analysis 

Text Structure 



Web Analytics 
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Site Usage 

 

Visitors 

 

Map 

 

Traffic Sources 

 

Browsers 



Deep Learning  
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Å Deep learning is a machine learning technique that can learn features directly from 

images, text and sound 

Traditional Machine Learning 

Deep Learning 



Healthcare Data Sources 
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Patient Centered 

Mobile & wearable devices Opt-in genome registries 



Master Patient Index (MPI) 
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Internal ID / Account # 

SSN 

Patient Name 

DOB 

Gender 

Race / Ethnicity 

Address 

Phone 

Admission Date 

Discharge Date 

Service Type 

Patient Disposition 

Core Data Elements 

Deterministic 

Exact matches on a 

combination of data elements 

such as name, birth date and 

sex 

 Rule-Based 

Weighted & fuzzy match on 

particular data elements to 

compare one record with 

another 

 Probabilistic 

Complex mathematical formulas 

compute probabilities for 

attribute values of various data 

elements 

Matching Algorithms 

ÅMore Sophisticated 

ÅMore Accurate 

ÅLarger Datasets 



Healthcare Quality Metrics 
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Controllable 

Driver 

Leadership 

Engagement 

Staffing 

Technology 

Teamwork 

Environment 

Services 

Quality Program 

Clinical Practice 

Quality 

Metric 

EHR Usage 

Care 

Effectiveness 

Care 

Timeliness 

Mortality 

Readmission 

Patient Safety 

Patient 
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Cost Efficiency 

Uncontrollable 

Background 

Patient  

Factor 

Community 

Factor 

Organizational 

Factor 

 Structure  Process 
Clinical 

Outcome  

Satisfaction 

Outcome  

Financial 

Outcome  

Measurement Type 

Compare 

CMS Report 

US News 

Leapfrog 

Payment 

Adjustment 

+ = 



CMS Star Rating 
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https://www.medicare.gov/hospitalcompare 

 Search Results 

20850 

https://www.medicare.gov/hospitalcompare
https://www.medicare.gov/hospitalcompare


Hospital KPI Dashboard 
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Å Descriptive analytics  



Sentiment Analysis 

Survey Comments from Patients 

Categorization +  Scoring 

Drilldown 

Å Transform written comments into scores for 

different subjects (NLP behind the scene) 

Å Descriptive analytics but could be followed by 

predictive analytics 
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